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INTERACTIVE DISPLAY ELEMENTS IN A
VISUALIZATION COMPONENT

FIELD

One embodiment is directed generally to a computer sys-
tem, and in particular to a system for creating interactive
display elements in a visualization component.

BACKGROUND INFORMATION

Visualization components include components for appli-
cations that allow users, such as software developers, to visu-
alize and display data in meaningful ways. Generally, the
types of items that can be displayed by visualization compo-
nents are usually limited to a pre-defined set of items that are
defined by the visualization component. In order to display
other items that are not pre-defined and allow a user to interact
with those items, some visualization components allow
developers to import other images for display. However, the
visualization component needs a mechanism for importing
these images and converting them into interactive display
objects that can be shown in the visualization component.

Previously, visualization components dealt with the issue
of'importing and converting items in one of two ways, both of
which have shortcomings. Some visualization components
import only certain types of data for display (e.g., a mapping
component may only be able to accept certain types of geo-
graphic data). Under this restriction, the visualization com-
ponent may be able to turn each item in the import data into an
interactive display item (e.g., each province or state outlined
in the map). However, this feature would be limited to only
certain types of objects for display.

Another approach is to import an arbitrary image and allow
the arbitrary image as a whole to be interactive. This approach
is limiting when the image has different parts and an appli-
cation developer wants each part to be interactive (e.g., in the
case of a schematic that shows how to assemble a complex car
engine). Therefore, these approaches are not suitable for all
situations.

SUMMARY

One embodiment is directed to a computer program,
embodied on a computer readable medium. The computer
program is configured to control a processor to execute
instructions. The instructions include receiving one or more
files as input. The files may each include descriptions of
different shapes. The instructions may further include con-
verting each of the shapes into an interactive element that can
be displayed by a visualization component.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 illustrates a system according to one embodiment of
the invention;

FIGS. 2a-2c¢ illustrate examples of interactive maps
according to an embodiment;

FIG. 3 illustrates an example of an interactive map accord-
ing to another embodiment;

FIG. 4 illustrates a flow diagram of a method according to
an embodiment; and

FIGS. 5a-5b illustrate another example of an interactive
map according to one embodiment.

DETAILED DESCRIPTION

One embodiment is directed to a visualization component
that is configured to receive one or more files as input. Insome
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2

embodiments, each of the files describe different shapes,
forms, or figures. The files may be, for example, scalable
vector graphics (SVG)files, Esri Shapefiles, or Oracle Spatial
database files. The visualization component may then be con-
figured to convert each of the shapes described in the files into
an interactive element, or “custom region,” that can be dis-
played by the visualization component.

FIG. 1 illustrates a block diagram of a system 10 config-
ured to create a custom region, according to one embodiment.
System 10 includes a bus 12 or other communications mecha-
nism for communicating information between components of
system 10. Alternatively, the components of system 10 may
communicate with each other directly without the use of bus
12.

System 10 also includes a processor 22, coupled to bus 12,
for processing information and executing instructions or
operations. Processor 22 may be any type of general or spe-
cific purpose processor. System 10 further includes a memory
14 for storing information and instructions to be executed by
processor 22. Memory 14 can be comprised of any combina-
tion of random access memory (“RAM”), read only memory
(“ROM™), static storage such as a magnetic or optical disk, or
any other type of machine or computer readable media. Sys-
tem 10 further includes a communication device 20, such as a
network interface card or other communications interface, to
provide access to a network. As a result, a user may interface
with system 10 directly or remotely through a network or any
other method.

Computer readable media may be any available media that
can be accessed by processor 22 and includes both volatile
and nonvolatile media, removable and non-removable media,
and communication media. Communication media may
include computer readable instructions, data structures, pro-
gram modules or other data in a modulated data signal such as
a carrier wave or other transport mechanism and includes any
information delivery media.

Processor 22 is further coupled via bus 12 to a display 24,
such as a Liquid Crystal Display (“LCD”), for displaying
information or data to a user, such as maps or diagrams, as
will be discussed in more detail below. A keyboard 26 and a
cursor control device 28, such as a computer mouse, are
further coupled to bus 12 to enable a user to interface with
system 10.

Processor 22 and memory 14 may also be coupled via bus
12 to a database system 30 and, thus, may be able to access
and retrieve information stored in database system 30.
Although only a single database is illustrated in FIG. 1, any
number of databases may be used in accordance with certain
embodiments. In some embodiments, database system 30
may store information related to displayed maps or figures,
such as their dimensions, area, coordinates, and any other
relevant attributes.

In one embodiment, memory 14 stores software modules
that provide functionality when executed by processor 22.
The modules may include an operating system 15 that pro-
vides operating system functionality for system 10. The
memory may also store a visualization component module
16, which can provide the functionality for importing and
converting interactive display objects, according to one
embodiment. System 10 may also include one or more other
functional modules 18 to provide additional functionality. In
one embodiment, the functional modules 18 may include a
visualization component, application, or interface. In another
embodiment, the functional modules 18 may include a the-
matic map component. FIGS. 2, 3, and 5, which will be
discussed in more detail below, illustrate examples of the-



US 9,070,225 B2

3

matic maps that may be produced by a thematic map compo-
nent, according to certain embodiments.

Database system 30 may include a database server and any
type of database, such as a relational or flat file database.
Database system 30 may store attributes related to the maps or
regions. Database system 30 may also store any other data
required by the visualization component module 16, or data
associated with system 10 and its associated modules and
components.

In certain embodiments, processor 22, visualization com-
ponent module 16, and other functional modules 18 may be
implemented as separate physical and logical units or may be
implemented in a single physical and logical unit. Further-
more, in some embodiments, processor 22, visualization
component module 16, and other functional modules 18 may
be implemented in hardware, or as any suitable combination
of hardware and software.

In one embodiment, visualization component module 16 is
configured to control system 10 to perform a process of cre-
ating interactive display elements in a visualization compo-
nent using imported drawing descriptions. Visualization
component module 16 can receive or import one or more files
asinput. The files may include shape descriptions in a number
of different formats, such as SVG, Esri Shapefiles, or Oracle
Spatial database. The files may also include metadata about
the described shapes. The metadata can include any type of
data pertaining to the shapes. Visualization component mod-
ule 16 may then create an input format used by the visualiza-
tion component.

According to certain embodiments, when more than one
file is received as input, each individual file can be interpreted
as a layer of shapes. The layers may then be arranged in a
spatial hierarchy and combined into one map, for example.
The spatial hierarchy may include each of the layers of
shapes, where each layer represents a level in the spatial
hierarchy. Some benefits of the input format created by visu-
alization component module 16 include the spatial hierarchy
being represented in an efficient manner allowing for efficient
navigation and rendering between different map layers. Also,
additional metadata can be generated to support label place-
ment for the map and/or shapes.

In some embodiments, visualization component module
16 includes a receiver configured to receive one or more files
as input. Visualization component module 16 may also
include a converter configured to convert shape descriptions
that are included in the files into an interactive element that
can be displayed by the visualization component.

FIGS. 2a-2c¢ illustrate examples of shape descriptions that
can be included in files imported by visualization component
module 16, according to one embodiment. Although FIGS.
2a-2¢, and FIG. 3 discussed below, illustrate maps of the
United States, it should be noted that embodiments of the
invention are not limited to such geographic maps, but can be
applied to maps of other regions or objects, topological and
geometric maps, as well as other types of charts, graphs, or
visual depictions of data.

In the example illustrated in FIG. 24, visualization compo-
nent module 16 may import or receive a file describing coun-
ties in the United States 201. In the example illustrated in FI1G.
2b, visualization component module 16 may import or
receive a second file describing states in the United States
202. In the example illustrated in FIG. 2¢, visualization com-
ponent module 16 may import or receive a third file describ-
ing the United States national border 203. Then, as illustrated
in FIG. 3, visualization component module 16 can create a
United States counties layer 301, a United States states layer
302, and a United States national border layer 303. Visual-
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4

ization component module 16 may then combine all three
layers 301, 302, and 303 into one custom map 305. The
hierarchy for this custom map 305 would be United States
national border>United States states>United States counties.

According to certain embodiments, if a user provides one
file as input, the user may optionally specity rules for how the
shapes in the input file can be aggregated to form larger
shapes. These larger shapes may then constitute another layer.
This process can be repeated to generate further layers.
Therefore, in one embodiment, visualization component
module 16 may receive a single file specifying a layer of
United States counties, for example, and visualization com-
ponent module 16 is able to aggregate the United States
counties into a layer of United States states and then aggre-
gate the United States states into a layer representing the
United States national border. These three layers can then be
combined into one custom map.

FIG. 4 illustrates a flow diagram of a method for creating
interactive custom regions, according to one embodiment. In
certain embodiments, the functionality of the flow diagram of
FIG. 4, is implemented by software stored in memory or other
computer readable or tangible media, and executed by a pro-
cessor. In other embodiments, the functionality may be per-
formed by hardware (e.g., through the use of an application
specific integrated circuit (ASIC), a programmable gate array
(PGA), afield programmable gate array (FPGA), etc.), or any
combination of hardware and software.

Referring to FIG. 4, the method includes, at 400, receiving
or importing one or more files that include a description of at
least one shape. In certain embodiments, the files may be
received by visualization component module 16. The method
then includes, at 410, converting each of the received shapes
and/or their descriptions into an interactive element that can
be displayed by a visualization component. The method may
also include, at 420, layering the converted shapes or inter-
active elements onto one another to create a custom interac-
tive display, such as a custom map. In other words, according
to certain embodiments, each of the files may be interpreted
as a layer of shapes and the layers are arranged in a spatial
hierarchy. Once combined, the layers of shapes can be dis-
played as one map, for example.

As discussed above, the input files imported by visualiza-
tion component module 16 can be in a number of different
formats, including SVG, Esri Shapefiles, or Oracle Spatial
database. In one embodiment, once the input files are received
in any of these or other formats, visualization component
module 16 is configured to convert each shape in the files into
apath description that generically describes how the shape is
drawn. Table 1 below generically lists the elements used to
describe a path, according to one embodiment.

TABLE 1

M, x,y The M command (“move-to”) starts a
new subpath at the (%, y) coordinates
that follow.

The L command (“line-to”) draws a line
from the current point to the (%, y)
coordinates that follow.

The Q command (“quadratic Bezier”)
draws a quadratic Bezier curve from

the current point to (%, y) using (x1, y1)
as a control point

The C command (“cubic Bezier”) draws
a cubic Bezier curve from the current
point to (%, y) using (x1, y1) as the
control point at the beginning of the
curve and (x2, y2) as the control point
at the end of the curve.

Lxy

Q,x1,yL X,y

C, x1,y1,%2,y2,X,y
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TABLE 1-continued

Z Close the curve by drawing a line
segment from the current point to the
point defined in the last M command

An example of a path description is as follows: [“M”, 10.3,
10,“L”, 12.12, 15.3, “L”, 10, 15.01, “Q™, 5, 10.4, 11.9, 10,
“C», 23,34.4,25.9, 15,7, 9, Z]. According to this example,
the move-to command starts a subpath by “moving-to” point
(10.3, 10). A line is then drawn from point (10.3, 10) to
(12.12, 15.3), and then another line is drawn from (12.12,
15.3) to (10, 15.01). Next, a quadratic Bezier is drawn from
(10, 15.01) to (11.9, 10) using (5, 10.4) as the control point.

10

6

Embodiments of the invention are able to facilitate efficient
processing when navigating between different layers in a map
or image. For instance, in the United States map example,
instead of mapping the county ID to the metadata for that
county, the index keys in the county layer are actually the ID
for the parents of the shapes in that layer. These IDs then map
to a lookup table that maps county ID to the metadata for each
county. By organizing the data in this manner, users can
quickly drill down and display the shapes in layer i+1 that
make up any given shape in layer i. For example, in the case
of the United States counties, the parents of the counties are
the US states. Thus, the counties layer entry is actually
indexed by the ID for US states as follows:

“NationalBorderLayer” — national border layer
“StatesLayer” — states layer entry

“CountiesLayer” —

“MA” - “Essex County” — location of path description in path
labeling metadata
other metadata such as population
“Middlesex County” — location of path description in path
labeling metadata
other metadata such as population
“WA” —  “King County”
“CA” —  “Alameda County”

Then, a cubic Bezier curve is drawn from (11.9, 10) to (7, 9)
using (23, 34.4) and (25.9, 15) as control points.

In one embodiment, the generic path description is stored
in an array for later reference. The location of the path
description in the array is then stored in a lookup table, along
with other metadata about the shape. The lookup table may be
specially structured to facilitate efficient drilling between
shapes in different layers. The lookup table can contain mul-
tiple nested levels of information. According to certain
embodiments, the top level of the lookup table contains the
different layers in the map, indexed by the name of the layer.
For instance, for the United States map example illustrated in
FIG. 3, the lookup table may be structured as follows:

“CountiesLayer” — counties layer entry
“StatesLayer” — states layer entry
“NationalBorderLayer” — national border layer

Each layer entry includes data for all the shapes in that layer.
For example, the counties layer entry contains all the meta-
data for the United States counties. An example implementa-
tion is to have an organization scheme in which the counties
layer entry is indexed by county ID, and then have the county
1D map to all the metadata for that county, for example, as
follows:

various metadata for
Essex County

“CountiesLayer” — “Essex County, MA” —
“King County, WA”

“Alameda County, CA”

Further, embodiments of the invention support a drilling
operation such that, given a shape in any layer, a user can drill
down from that shape and see all the shapes from the next
layer below. Returning to the United States map example
discussed above, FIG. 5 illustrates a section of the map before
and after a drilling operation. In particular, FIG. 5a shows a
map of Texas 500 prior to drilling and FIG. 54 shows the state
of Texas 501 after a user selected the state and drilled down to
display the counties within Texas.
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The labeling metadata for each shape can either be provided
with the input files, or can be generated automatically by
visualization component module 16.

In view of the above, embodiments of the invention are
configured to allow a visualization component to import con-
tent from files and convert descriptions of the content into an
interactive element that can be displayed by the visualization
component. The interactive elements that are produced are
able to have the same interactive features as the ones that are
pre-defined or pre-packaged within the visualization compo-
nent. As a result, each of the individual items in an arbitrary
image can be converted into fully interactive display elements
that can be displayed by the visualization component.

It should be noted that many of the functional features
described in this specification have been presented as mod-
ules, applications or the like, in order to more particularly
emphasize their implementation independence. For example,
amodule may be implemented as a hardware circuit compris-
ing custom VLSI circuits or gate arrays, off-the-shelf semi-
conductors such as logic chips, transistors, or other discrete
components. A module may also be implemented in program-
mable hardware devices such as field programmable gate
arrays, programmable array logic, programmable logic
devices or the like.

Modules may also be partially implemented in software for
execution by various types of processors. An identified mod-
ule of executable code may, for instance, comprise one or
more physical or logical blocks of computer instructions
which may, for instance, be organized as an object, procedure,
or function. Nevertheless, the executables of an identified
module need not be physically located together, but may
comprise disparate instructions stored in different locations
which, when joined logically together, comprise the module
and achieve its stated purpose.

Indeed, a module of executable code or algorithm could be
a single instruction, or many instructions, and may even be
distributed over several different code segments, among dif-
ferent programs, and across several memory devices. Simi-
larly, operational data may be identified and illustrated herein
within modules, and may be embodied in any suitable form
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and organized within any suitable type of data structure. The
operational data may be collected as a single data set, or may
be distributed over different locations including over different
storage devices, and may exist, at least partially, merely as
electronic signals on a system or network.

Several embodiments are specifically illustrated and/or
described herein. However, it will be appreciated that modi-
fications and variations of the disclosed embodiments are
covered by the above teachings and within the purview of the
appended claims without departing from the spirit and
intended scope of the invention.

What is claimed is:

1. A computer program, embodied on a non-transitory
computer readable medium, the computer program, when
executed by a processor, configured to function as a visual-
ization component and execute instructions, comprising:

receiving one or more files as input, wherein the files each

comprise at least one shape description;

interpreting each of the files as a layer of shapes;

converting each of the shapes into an interactive element;

layering the converted shapes onto one another to create a

custom interactive display; and

displaying the custom interactive display by the visualiza-

tion component;

wherein the layered shapes are arranged as a spatial hier-

archy that allows drilling down from a first layer to a
second layer that is hierarchical lower than the first layer,
the drilling down comprising, in response to a selection
of a first shape in the first layer, showing all shapes in the
second layer that are hierarchically lower than the first
shape;

wherein a lookup table comprises an entry for each of the

layer of shapes, and an entry for each second layer shape
comprises an index key that comprises a parent identi-
fication of a corresponding parent shape in the first layer,
and the parent identification is mapped to a child iden-
tification of the second layer shape, and the child iden-
tification is mapped to a location of a path description of
the second layer shape and metadata for the second layer
shape, wherein the path description of the second layer
shape is stored in a separate array;

wherein when drilling down so that the second layer shapes

visually replace the first layer shapes, the identification
of the second layer shapes is obtained from the lookup
table and the path description of the second layer shapes
is obtained from the separate array.

2. The computer program according to claim 1, wherein the
converting comprises converting each shape into a path
description that generically describes how the shape is drawn.

3. The computer program according to claim 1, wherein the
custom interactive display comprises a United States national
borders layer, a United States states layer, and a United States
counties layer.

4. The computer program according to claim 3, further
comprising storing the path description in an array.

5. The computer program according to claim 4, further
comprising:

storing a location of the path description within the array in

the lookup table; and

storing metadata about the shape in the lookup table;

wherein the identification is mapped to the lookup table.

6. The computer program according to claim 1, wherein the
files comprise at least one of an SVG file, Ersi Shapefiles, or
Oracle Spatial database files.

7. An apparatus, comprising:
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8

a receiver configured to receive one or more files as input,
wherein the files each comprise at least one shape
description; and

a visualization component module configured to:
interpret each of the files as a layer of shapes,
convert each of the shapes into an interactive element,

and
layer the converted shapes onto one another to create a
custom interactive display;

wherein the layered shapes are arranged as a spatial hier-
archy that allows drilling down from a first layer to a
second layer that is hierarchical lower than the first layer,
the drilling down comprising, in response to a selection
of a first shape in the first layer, showing all shapes in the
second layer that are hierarchically lower than the first
shape;

wherein a lookup table comprises an entry for each of the
layer of shapes, and an entry for each second layer shape
comprises an index key that comprises a parent identi-
fication of a corresponding parent shape in the first layer,
and the parent identification is mapped to a child iden-
tification of the second layer shape, and the child iden-
tification is mapped to a location of a path description of
the second layer shape and metadata for the second layer
shape, wherein the path description of the second layer
shape is stored in a separate array;

wherein when drilling down so that the second layer shapes
visually replace the first layer shapes, the identification
of the second layer shapes is obtained from the lookup
table and the path description of the second layer shapes
is obtained from the separate array.

8. The apparatus according to claim 7, wherein the visual-
ization component module is further configured to display the
custom interactive display.

9. The apparatus according to claim 8, wherein the layers of
shapes are combined for display as one image.

10. The apparatus according to claim 8, wherein the visu-
alization component module is further configured to convert
each shape into a path description that generically describes
how the shape is drawn.

11. The apparatus according to claim 10, wherein the appa-
ratus is configured to store the path description in an array.

12. The apparatus according to claim 11, wherein the appa-
ratus is configured to store a location of the path description
within the array in the lookup table, and to store metadata
about the shape in the lookup table;

wherein the identification is mapped to the lookup table.

13. A method for creating interactive display elements in a
visualization component, the method comprising:

receiving, at the visualization component, one or more files
as input, wherein the files each comprise at least one
shape description;

interpreting each of the files as a layer of shapes;

converting each of the shapes into an interactive element;

layering the converted shapes onto one another to create a
custom interactive display; and

displaying the custom interactive display by the visualiza-
tion component;

wherein the layered shapes are arranged as a spatial hier-
archy that allows drilling down from a first layer to a
second layer that is hierarchical lower than the first layer,
the drilling down comprising, in response to a selection
of a first shape in the first layer, showing all shapes in the
second layer that are hierarchically lower than the first
shape;

wherein a lookup table comprises an entry for each of the
layer of shapes, and an entry for each second layer shape
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comprises an index key that comprises an parent identi-
fication of a corresponding parent shape in the first layer,
and the parent identification is mapped to a child iden-
tification of the second layer shape, and the child iden-
tification is mapped to a location of a path description of
the second layer shape and metadata for the second layer
shape, wherein the path description of the second layer
shape is stored in a separate array;

wherein when drilling down so that the second layer shapes

visually replace the first layer shapes, the identification
of the second layer shapes is obtained from the lookup
table and the path description of the second layer shapes
is obtained from the separate array.

14. The method according to claim 13, wherein the con-
verting comprises converting each shape into a path descrip-
tion that generically describes how the shape is drawn.

15. The method according to claim 13, wherein the dis-
playing comprises displaying a custom interactive display
comprising a United States national borders layer, a United
States layer, and a United States counties layer.

16. The method according to claim 13, further comprising
interpreting each of the files as a layer of shapes.

17. The method according to claim 14, further comprising:

storing a location of the path description within an array in

the lookup table; and

storing metadata about the shape in the lookup table;

wherein the identification is mapped to the lookup table.

18. The method according to claim 16, further comprising
combining the layers of shapes for display as one image.
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